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1 Aims

The thesis investigates preverbs – in other terms: verbal particles, verbal pre
fixes – and preverb constructions in Hungarian. Its primary aim is to explore
and describe these as completely as possible, using a corpusdriven approach.
The three main topics discussed here are (1) defining a set of lexical items
which can be regarded as preverbs, (2) describing the clausal orders of pre
verb constructions, and (3) exploring the productive preverbverb patterns. A
further aim is to create freely available resources which can serve as a starting
point of subsequent linguistic research and which can also be used in language
technology tasks.

2 Data and methods

The studies presented in this thesis are corpusdriven, i.e. they set out from
the automatic analysis of extremely large bodies of text, aiming to detect phe
nomena that can not be explored by introspection.

Corpora: Most of my corpus analyses are based on the Hungarian Gi
gaword Corpus, version 2.0.4 (Oravecz et al. 2014) which was designed to
represent a wide crosssection of Hungarian from the 20th and 21st centuries.
In addition to this, I used three historical corpora in the course of a diachronic
corpus study. The Old Hungarian period (896–1526) is represented by the
Old Hungarian Corpus which contains all available Old Hungarian and some
Middle Hungarian texts (Simon and Sass 2012). In order to investigate the
Middle Hungarian period (1526–1772), I used the Old and Middle Hungarian
corpus of informal language (Dömötör et al. 2017). This is focused on infor
mal text types: private letters and court records of witch trials. The Modern
Hungarian period (from 1772 to the present day) is represented by the Hun
garian Historical Corpus (Ittzés 2009).

Natural Language Processing Tools: In several cases, it was unavoid
able to improve the existing linguistic annotation of the corpora or to add
new annotation layers. In order to achieve this, I used the emtsv (Indig et al.
2019; Váradi et al. 2018) and the magyarlanc 3.0 (Zsibrita et al. 2013) text
processing systems. From a methodological point of view, the most challeng
ing task was to explore the productive preverbverb patterns. This required
the identification of verbforming suffixes, the extraction of argument frames,
and the detection of semantically similar word groups. I used the emMorph
morphological analyzer (Novák et al. 2016, 2017) for the first task, a method
developed by Sass (2011) for the second one, and a word2vec embedding
(Siklósi and Novák 2016) for the third one. Moreover, I developed new al
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gorithms to be able to investigate some specific linguistic phenomena, e.g. to
determine the position of a – separate – preverb relative to the verb stem, or
to identify diverse sound patterns.

3 The structure and the main theses of the dissertation

The dissertation begins with a short introduction, followed by a detailed de
scription of the research methods. After that, I dedicate three large chapters
to my main research questions which are as follows: (1) Which lexical items
can be regarded as preverbs, and what are the grounds of their classification?
(2) What kinds of clausal orders do preverb constructions show, when and to
what extent can a preverb be separated from a finite/nonfinite verb or a dever
bal element? (3) How can we describe the productive preverbverb patterns,
and – based on this – what conclusions can be made about the semantics of
preverbs? Finally, in a short but substantive chapter, I return to the evaluation
of the approach introduced at the beginning of the dissertation. Having seen
its flaws, I outline a different approach which takes the constructions as its
starting point instead of the individual lexical items. I conclude by summa
rizing the most notable results and formulating my theses. Below I provide a
more detailed description of the main chapters and the related theses.

Chapter 2 discusses the notion of corpusdrivenness and presents two re
sources which I used in each of my corpus studies. One is a modified version
of the Hungarian Gigaword Corpus – HGC – which is free of duplicate texts,
poems and nonHungarian sentences. The other is the PREVLEX table which
forms my first thesis:

1. Using the HGC corpus, I created PREVLEX which is the largest manually
checked, openaccess table of preverbverb combinations at the time
of writing (consisting of 53 535 lexeme types). It contains hapaxes –
words occurring only once in the data – as well as words annotated with
UNKNOWN tags. Each lexeme is presented with its token frequency
obtained from the HGC.

Chapter 3 presents an attempt to define a set of lexical items that can be re
garded as preverbs. I assume that there is a fuzzy boundary between preverbs
and other bare nominal verb modifiers. The prototypetheory seems to be
suited for the graded categorization needed here. With this in mind, I collect
morphological and frequencyrelated features which might be useful in defin
ing the set of preverbs. I measure the value of each feature in the case of 235
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preverblike lexical items. Using the results of my data collection, I create
Preverb × Feature matrices which differ mainly in the way they represent the
feature values. Based on thematrices, I measure the correlations between each
featurepair. Considering these correlations as well as the standpoints made in
a range of relevant literature, and – undeniably – relying on my intuition, I as
sign meg – a perfectivizer with no literal meaning – as the prototype. I define
the typical characteristics of preverbs based on the features of meg. Finally,
I present three methods that may be suited for a featurebased classification
of preverbs. After comparing these, I choose the method introduced by Smith
et al. (1988). I set up a continuum ranging from the standard preverbs to the
least preverblike elements. In order to facilitate the discussion in the later
chapters, I decide to split the continuum into four categories: prototypical
(e.g. meg perfectivizer, el ‘away’), central (e.g. szét ‘apart’, vissza ‘back’),
semiperipheral (e.g. agyon ‘to death’, félbe ‘into half’) and peripheral (e.g.
szénné ‘to coal’, létre ‘into being’) preverbs. The main results of this chapter
are the following:

2. I defined and measured 10 features that can be used to characterize pre
verbs. I indicated, however, that not all features are equally relevant.
The results of the corpus analysis can be accessed in the form of Preverb
× Feature matrices.

3. I used the Preverb × Feature matrix containing absolute frequencies to
compute the correlation of each featurepair. Based on this, it was pos
sible to show the process of grammaticalization in the case of preverbs
by quantitative means. Productivity has a strong positive correlation
with frequency, while the number of syllables and the morphological
complexity show a negative correlation with these. Frequent and pro
ductive preverbs are typically short and monomorphic. I calculated the
correlations on binary data as well, showing that the relations among
the features under investigation do not change if the absolute token fre
quencies are omitted. I explained this by the fact that frequency is his
torically so closely related to other features – due to the grammatical
ization process – that its effect is found in other features even if it is not
considered as a feature on its own.

4. Based on the method introduced by Smith et al. (1988), I set up a con
tinuum ranging from the prototypical preverbs to the bare nominal verb
modifiers.

Chapter 4 investigates the clausal orders of preverb constructions. I first
perform a synchronic corpus study using the Hungarian Gigaword Corpus,
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putting emphasis on construction types where the preverb is separable from
the verb stem. I study the distribution of preverbs in the case of finite and non
finite verbs as well as deverbal elements. After that, I conduct a diachronic
study which aims to quantify the changes of the prototypical preverbs’ posi
tions, from the Old Hungarian period to the present day. Themain conclusions
of this chapter can be summarized as follows:1

5. I have shown that prototypical preverbs tend to remain close to the finite
verbs in terms of relative frequency, while more peripheral preverbs
are found even in remote positions. In connection with this, I specified
two factors that are likely to affect the distance of the preverb and the
finite verb in inverted order constructions (VPV). One is the formality
of the text: in spontaneous – mostly spoken – language, the likelihood
of an increased distance between the finite verb and its preverb is higher
than in an edited, formal text. The other is the phonological weight of
the constituents – including the preverb – following the verb. We can
see a trend known as the Law of Increasing Terms or Behaghel’s Law,
which – according to É. Kiss (2007) – applies to the postverbal field of
clauses in Hungarian: the shorter constituent precedes the longer one,
unless it is blocked by a syntactic rule. This is also consistent with the
observation that monosyllabic, prototypical preverbs are less likely to
occur far from the finite verb than polysyllabic, peripheral preverbs.

6. I proved by corpus analysis that the preverb can take a distant preverbal
position relative to its associated infinitive, but only if an auxiliarylike
lexical item – mainly a finite verb – intervenes between them, and if the
preverb can occupy the verb modifier position preceding this element
(e.g. összePV lehetne őket többékevésbé objektív módon ismérniV ‘they
could be compared in a more or less objective way’). This supports the
hypothesis formulated by Kálmán C. et al. (1989): even if the preverb
forms a lexical unit with the infinitive verb, it is more closely connected
with the auxiliarylike item with respect to word order and prosody.
I found a strikingly similar syntactic behavior in the case of passive
constructions consisting of a copula and an adverbial participle. Here,
the preverb associated with the participle can take a distant preverbal

1 In the examples provided in Theses 5–12, the preverb (PV) and its associated verb
(V) are marked with boldface, and the auxiliarylike finit verbs are underlined. One
must also note that preverbverb combinations display three ordering possibilities in
Hungarian: (1) direct order – the preverb is prefixed to the verb stem, (2) discontin
uous order – the preverb precedes the verb, but they are separated by other elements,
(3) inverted order – the preverb follows the verb, often not immediately.
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position if it occupies the verb modifier position preceding the copula
(e.g. kiPV vannak ezek a marketinges dolgok találvaV ‘this marketing
stuff is wellplanned’).

7. I found that in the case of adverbial participles, the inverted order is
possible only if the participle functions as an adverb denoting a state or
a manner (e.g. ezzel szoktatvaV átPV ‘by changing his/her habits in this
way’). In passive constructions consisting of a copula and an adverbial
participle, the preverb always precedes its associated verb, either in a
direct or in a discontinuous order (e.g. elPV van intézveV ‘it’s arranged’).

8. Regarding adjectival participles, I made the following observations: (1)
If a participle having the suffix hAtÓ ‘able’ functions predicatively –
and there is no finite verb in the clause –, the hAtÓ participle shows
exactly the same behavior as finite verbs do (e.g. az mindig akkor
vonhatóV már csak lePV ‘it can be deducted only when ...’). Its asso
ciated preverb is separable in the same way as a finite verb’s preverb,
the distribution of the preverbs is clearly similar, and there is a parallel
with finite constructions even when looking at the words that can be
interposed between the preverb and the verb stem. All these facts indi
cate that hAtÓ is not really a marker of adjective formation – as stated
by Kiefer (2003) –, as the words suffixed with it show characteristics
which are typical of verbs. (2) I found that adjectival participles suf
fixed with AndÓ ‘to be [verb]ed’ can function predicatively, and in
this case, the inverted order is possible (e.g. nem tévesztendőV összePV
‘not to be confused with’), although this is undoubtedly rare (it can be
attested in 1.85% of the cases, that is to say, 1 624 hits in the corpus).

9. The corpus analysis revealed the ubiquity of the discontinuous order:
even deverbal nouns, adjectives and adverbs show this type of order
ing. It must be noted, however, that only four cliticlike items can be
placed between the preverb and the deverbal element in these derivates.
These are: nem ‘not’, sem ‘not even’, se ‘not even’, is ‘also’ (e.g.
elPV is várhatóanV ‘expectedly as well’, legösszePVnemillőbbV ‘as un
matched as possible’).

10. I studied a group of constructions in which the preverb associated with
a verb in subjunctive form – or with a nonfinite verbal complement of
a verb in subjunctive form – precedes a finite modal which is typically
the verb kell ‘must’ (e.g. elPV kell, hogy menjekV – elPV kell menjekV ‘I
must leave’). My main observations are as follows: (1) Variants with
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and without the complementizer hogy ‘that’ are similar in terms of to
ken frequency, regardless of whether the associated verb is a finite verb,
an infinitive, or an adverbial participle. (2) Some short words can in
tervene between the finite modal and the complementizer. Moreover,
constituents between the finite modal and the verb associated with the
preverb are clearly similar to the ones which occur in infinitival con
structions having discontinuous order.

11. I studied a group of constructions in which a preverbverb combination
is topicalized as an infinitive or as an adverbial participle, and it ap
pears repeatedly as a finite verb (e.g. felPVjelenteniV azért felPVjelentikV
‘as for pressing charges against him/her, they will do that’). I found
that the preverb can be omitted in clauses having inverted order (e.g.
bePVtanulniV nem tanultamV semmit ‘as for memorizing, I didn’t mem
orize anything’). Within the range of topicalization constructions, I
studied the characteristics of elliptical structures in which the repeatedly
occurring preverb is followed by an auxiliarylike item (e.g. kiPVírvaV
kiPV van ‘as for being announced, it is announced’).

12. The diachronic corpus study revealed an increase in the proportion of
nonneutral sentences having inverted order (VPV) from the Old Hun
garian period to the present day. On the one hand, this trend can be
explained by the fact that negative sentences having ‘verb – negative
particle – preverb’ order made headway against the ones having ‘pre
verb – negative particle – verb’ order. On the other hand, an explanation
might be that there is a continuous growth in the proportion of construc
tions where the use of structural focus became obligatory.

Chapter 5 focuses on the exploration of productive preverbverb patterns.
I develop a method based on the corpusdriven study of ‘preverb – deriva
tional suffix – argument frame’ triplets. I present the threemost commonways
of word formation in Hungarian: verb formation from nouns and verbs, and
thirdly, verb formation using sound patterns. After that, I present the PREV
CONS database containing 21 038 preverbverb hapaxes. This resource makes
it possible to explore the productive preverbverb patterns by the accessibil
ity of the triplets mentioned above. Finally, I present an attempt which aims
to represent the different meanings associated with preverbs and the relation
ships between these meanings in a networklike structure based on PREVCONS,
in the form of an ontology. My theses related to this chapter are the following:

13. I developed an algorithm to identify verbs which can be matched by
sound patterns (e.g. mormog, ‘mumble’, dörmög ‘grumble’, csemcseg
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‘munch’), sorting the affected verbs into schema types. I have shown
that even though the linguistic literature does not pay much attention to
this way of verb formation, the proportion of verbs following a sound
pattern is not negligible: these represent nearly onetenth (9.4%) of the
preverbverb hapaxes.

14. I have shown that denominal verb formation plays the most significant
role in the creation of new preverbverb combinations. It can be de
tected in 35.2% of the hapaxes. At the same time, only 62 – by merging
the alternating forms into one unit, only 56 – preverbs combine with
denominal verbs.

15. I created the PREVCONS database, an openaccess resource for investi
gating preverb constructions. It contains 21 038 preverbverb hapaxes
along with information on their morphological structure, argument
frame, semantics and context.

16. I created an opensource ontology which displays meanings associated
with 56 preverbs, and the relationships between these meanings. The
preverbs and the meanings are represented as entities, and three basic
semantic relationships – synonymy, antonymy and hyperonymy – are
considered as relations. The ontology is drawn as a plane graph.

InChapter 6, I return to the concept which was my starting point, namely that
the notion of preverb can be best captured by prototypetheoretical means. I
check whether the original preverb continuum remains largely the same when
considering distributional and semantic features of preverbs. The result shows
that the two endpoints remain stable, while there is a considerable fluctuation
inbetween. The vagueness attested here leads to a viewpoint change from the
study of lexical items to the study of constructions, largely based on László
Kálmán’s review on the first version of this thesis. The main contributions of
this chapter are as follows:

17. I outlined an approach which sets out from the investigation of con
structions. I pointed out two of its benefits over my former approach
focusing on lexical items and using a prototypetheoretical framework:
(1) There is no need to make arbitrary decisions which do not have a
solid empirical basis. (2) By avoiding the categorization of lexical items
in advance, the loss of information and the risk of overgeneralization
can be reduced considerably.

18. I created the PREVDISTRO dataset which contains the corpus occurrences
of 49 preverb construction types, in each case indicating the preverb
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and the verb lemma, the preverb’s position relative to the verb stem,
and other intervening words. In addition to this, the larger context of
the construction – the whole sentence – can be accessed. The dataset
consisting of 41.5 million records is opensource.

The dissertation contains several new scientific results, both from a theoreti
cal and from a practical point of view. Its practical contribution to the field of
linguistics and language technology is the publishing of PREVLEX, PREVMA
TRIX, PREVCONS, PREVONTO and PREVDISTRO, all of them being valuable and
freely available resources. Its theoretical contribution is twofold. On the one
hand, it reveals numerous trends which would have remained unnoticed or
conjectural in the absence of a corpusdriven method. On the other hand, it
draws attention to some phenomena which are not uncommon, yet have so far
been of interest to very few linguists. The methods and ideas presented here
may be inspiring in the datadriven study of several linguistic phenomena.

4 Relevant publications

Publications:
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ductive preverbverb patterns in Hungarian]. Argumentum 17: 56–82.
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Kalivoda, Ágnes 2019. Véges erőforrás végtelen sok igekötős igére [A finite
resource for an infinity of particle verbs]. In: Berend, Gábor – Gosztolya,
Gábor – Vincze, Veronika (eds.): XV. Magyar Számítógépes Nyelvészeti
Konferencia (MSZNY 2019). Szegedi Tudományegyetem, TTIK, Infor
matikai Intézet. Szeged. 331–344.

Kalivoda, Ágnes 2018a. Hungarian particle verbs in a corpusdriven ap
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